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Abstract. The Self-Organizing Map (SOM) is one of the best known and most popular neu-
ral network-based data analysis tools. Many variants of the SOM have been proposed, like
the Neural Gas by Martinetz and Schulten, the Growing Cell Structures by Fritzke, and the
Tree-Structured SOM by Koikkalainen and Oja. The purpose of such variants is either to
make a more flexible topology, suitable for complex data analysis problems or to reduce the
computational requirements of the SOM, especially the time-consuming search for the best-
matching unit in large maps. We propose here a new variant called the Evolving Tree which
tries to combine both of these advantages. The nodes are arranged in a tree topology that is
allowed to grow when any given branch receives a lot of hits from the training vectors. The
search for the best matching unit and its neighbors is conducted along the tree and is there-
fore very efficient. A comparison experiment with high dimensional real world data shows
that the performance of the proposed method is better than some classical variants of SOM.

Key words. self-organization, self-organizing map, tree-structured neural network, image
classification.

1. Introduction

The Self-Organizing Map or SOM [1] is a very well-known data analysis tool for
tasks like data visualization and clustering. However, some inherent properties of
the SOM may be too restrictive in certain applications. In this paper we try to
work around these problems by examining the Evolving Tree, a novel neural net-
work system developed by us. It was first introduced in [2].

One of the drawbacks of the SOM is that the user must select the map size
in advance. This may lead to many experiments with different sized maps, trying
to obtain the optimal result. This is very time consuming. A problem with large
SOMs is that when the map size is increased, the time it takes to do any opera-
tions on the map increases linearly. Training and using these large maps may again
be quite slow.

Several classical approaches have been suggested to circumvent these problems.
One approach is to start with a small SOM and add nodes to it during training.
Blackmore and Miikkulainen [3] propose incremental grid growing. In their system
a rectangular grid is used. Neighbors that are close to each other in the data space
are connected, whereas very distant ones are not. New map nodes are added at
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locations that poorly represent the data space. This approach allows the grid to fit
the data better.

Fritzke’s Growing Cell Structure [4] abandons the symmetric grid structure alto-
gether. Instead his system has a group of hypertetrahedrons. During training new
hypertetrahedrons are grown from the old ones. The system also removes harmful
hypertetrahedrons for greater flexibility. Related approaches have been presented by
Martinez and Schulten [5] and Bruske and Sommer [6].

Growing the size of the grid dynamically is an intuitive and good principle.
However it does not solve the other problem mentioned above. When the grid size
becomes very large, finding the best matching unit takes longer and longer. Larger
maps require some sort of additional data structures that make the search faster.

One possible solution is the Tree-structured Self-Organizing Map (TS-SOM) by
Koikkalainen and Oja [7]. It has several different sized SOMs arranged in a pyra-
midal shape. First the topmost SOM is trained in the normal way. Then the next
layer is trained, but the algorithm for finding the best matching unit is slightly
different. Every node in the first SOM has children in the second SOM. First
the best matching unit of the first SOM is found. Then only the children of that
node are searched to find the best matching unit of the second SOM. The rest of
the training is just like in a regular SOM. More layers can be added in a simi-
lar fashion. This structure reduces the amount of operations needed from O(n) to
O(logn). Using the TS-SOM, it has been possible to use and train very large maps,
e.g. in an image database application [§].

An ideal system could combine grid growing and hierarchical search. However,
there are not many systems that do this. One example is the Growing Hierarchical
Self-Organizing Map by Dittenbach et al. [9]. The system starts with a simple SOM
and adds nodes to it as necessary. When a certain criterion is reached, a node is
expanded. This means that a new SOM is placed below the node. The training vec-
tors that would map to the parent node are instead used to train the new SOM.

In this paper, we propose and analyze a new self-organizing system called the
Evolving Tree. The basic principle was suggested by one of the authors in [2]. In
section 2, the Evolving Tree algorithm and architecture are presented. Sections 3
and 4 give two experiments, one artificial, one using real-world data in an image
database application. Section 5 has some discussion on the system and some pos-
sible future work.

2. Opverview of the Evolving Tree
2.1.  ARCHITECTURE AND TRAINING OF THE EVOLVING TREE

The Evolving Tree has nodes with prototype vectors, just like the SOM. Let us
index the nodes by i and let w; € R" denote the prototype or weight vector of
node i. In addition to that, every node in the network has a counter b;, giving the
number of times it has been the best matching unit during training. Such a counter
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has been used earlier in competitive learning algorithms; it was already included in
the “conscience” mechanism of Desieno [10] and is also present in Fritzke’s Grow-
ing Cell Structure [4].

The Evolving Tree algorithm starts by taking a single node and placing it at a
suitable place in the data space. An obvious choice is the center of mass of the
data cloud. Then we split the node. This means that we create a pre-determined
amount of new nodes and mark them as the children of the split node. The weight
vectors are initialized to that of the parent node, and for the next training vector,
the BMU is randomly chosen among the children nodes in a manner described in
the next chapter. In this way, the children weights separate from each other. We
now have a tree structure with some amount of leaf nodes and one trunk node. All
further manipulation operations are only done on the leaf nodes. Once created, a
trunk node remains totally static, its only task is to maintain connections between
other trunk and leaf nodes in the tree. Once a leaf node reaches a splitting thresh-
old 6, having been the BMU for a given number of times, it is again split and so
on. Thus a tree is formed recursively in the training algorithm.

Now we come to the novel parts of the algorithm: how to find the BMU in a
tree and how to train the tree structure. To illustrate this process we now assume
to have a larger tree structure, which can be seen in Figure 1. In this example every
trunk node has two children. Finding the BMU is a top—down process. We start
with the root node. Then we examine its children and find the node whose pro-
totype vector is closest to the training vector. If that node is a leaf node, then it
is the best matching unit. If not, its children are examined in turn and the closest
one of them is chosen. This is repeated until a leaf node is found. Thus the Evolv-
ing Tree’s trunk nodes work as a hierarchical search tree for the leaf nodes. This
method of finding the BMU is very similar to the one used in TS-SOM.

When the BMU has been determined, it is time to update the prototype vec-
tors of the BMU, but also those of its neighbors, towards the training vector. The
Evolving Tree uses the Kohonen learning rule to update node weight w;(z) towards
the training vector x(¢) [3]:

wi(t+ 1) =w; (1) + he; (O[X@) —w; (1)]. (1)

Here ¢ is the index of the BMU and h;(¢) defines the neighborhood function.
These are identical to their counterparts in the regular SOM algorithm. The
counter b, of the BMU is also incremented according to the following formula

b.t+1)=b.(t)+1 (2)
If we find after this incrementation that
be(t+1)=0, (3)

we split the BMU in the manner described above. This indicates that as the train-
ing continues, the tree keeps growing all the time. The speed of growth can be
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controlled by the 6 parameter. If continuous growth is unwanted, it could be fixed
by e.g. zeroing the counters between epochs. This is not currently implemented,
because we have had no need for this functionality.

A common choice for the neighborhood is the gaussian neighborhood

e 12
hei (1) = () exp (%) . @)

The vectors r. andr; give the locations of nodes ¢ and i on the SOM grid, the
parameter «(¢) defines the learning rate, and o (¢) gives the width of the gaussian
kernel.

In the Evolving Tree parameters «(f) and o () work just like in the SOM. How-
ever, calculating the norm |[r. —r; || is not as simple. On the SOM it is just the grid
distance between the node to be updated and the best matching unit. This is easy
to calculate, because SOM is symmetric, static and has regular structure. None of
these properties necessarily applies for the Evolving Tree.

There is, however, a simple way to calculate an equivalent distance value in the
tree. The principle is shown in Figure 1. In a tree structure, there is always the
shortest path between any given two nodes. The minimal distances from the BMU
node to all the other nodes in the tree can be computed using the following effi-
cient algorithm. The basic idea is to calculate how many ‘hops’ must be done to
get from the BMU to the desired node along this shortest path. The exact distance
is the amount of hops minus one. One is subtracted because we are only interested
in distances between leaf nodes. The closest possible leaf nodes have a common
parent, so it takes two hops to get from one leaf to another. We want these ‘clos-
est neighbors’ to have a distance of one, so we subtract one from all distances to
retain consistency. In the example shown in Figure 1 it takes five hops to get from
node A4 to node B, so the tree distance between these nodes is four.

It should be noted that our choice of distance is unique and sensible. The way
the Evolving Tree is formed ensures that there is one, and only one, path between
any two given leaf nodes (and also trunk nodes). Therefore the distance function
is unique and symmetric. Since the path is unique, it must also be the shortest
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Figure 1. Fundamental operations of the Evolving Tree. The left image shows how the BMU is found.
The right image demonstrates how the tree distance between two nodes is calculated.
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path. These properties prove that the function is sensible mathematically. It is also
suitable intuitively since we can assume that different branches of the tree grow to
different areas of the data space. Therefore distances inside a branch are smaller
than between different branches.

2.2. RELATION TO OTHER TREE-SHAPED SYSTEMS

The Evolving Tree can also be seen as a tree-structured index to an n-dimensional
metric space. Making fast searches in metric spaces is a problem shared by many
disciplines, such as databases and computer graphics. This has caused a lot of
unnecessary re-inventing of the wheel. An overview on the subject can be found
in [11].

To our knowledge the Evolving Tree is not just a reformulation of some ear-
lier data analysis method. The main reason is the self organization property, which
has not been used much in classifiers. Conversely combinations of search structures
and SOMs (such as the ones listed in the introduction) differ noticeably from the
Evolving Tree. Even the most similar system, the TS-SOM, is very different, since
it adds regular SOM layers one at a time. In contrast the Evolving Tree grows
much more freely, one node at a time.

3. Time Behaviour Visualization Experiment

Since the Evolving Tree is a new system, it is important to understand how
it behaves during training. To do this we created an easily visualizable two-
dimensional data set. First we created a picture that has the text ‘Evolving Tree’
written on it. This can be seen in Figure 2. Then we used this picture as a prob-
ability distribution. The area under the letters has a uniform probability while the
areas where there is no text have zero probability. We drew one thousand two-
dimensional data vectors from this distribution and used them as the training set
x(t), t=0,...,999.

Any leaf node was split when its counter reached the threshold 6 =60, i.e., it
had been the BMU 60 times. Then the node was always divided into four new
nodes. Ten epochs were used in the training. Within each epoch consisting of all
the training vectors, the vectors were randomly shuffled in order to prevent nodes
from having a strong bias. This is especially important in the early stages of train-
ing, when the nodes are BMUSs relatively often.

Figure 2 demonstrates how the Evolving Tree changes as it is being trained.
The first image shows, as was mentioned above, the uniform distribution where the
samples were drawn from. The next one shows the locations (weight vectors) of the
leaf nodes after only a few hundred training vectors have been used. We can see
that the tree has been split several times and that the nodes have found the general
shape of the data cloud. It can be immediately seen that these prototype vectors
can not be used for any real data analysis work. The way they partition the data
space is simply too coarse.
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As the training continues, more and more leaf nodes appear. The third picture
shows that the tree has adapted itself a lot better to the data. The overall shape
is quite good and even some individual letters can be seen. At this point the tree
could even be used for data analysis, even though the overall shape is a bit coarse.

After 10 epochs we have the structure shown in the last picture of Figure 2. The
Evolving Tree has adapted itself very strongly to the data. So much, in fact, that
you can read the original text just by looking at the leaf node distribution.

3.1. OBSERVATIONS

Several interesting properties of the Evolving Tree can be seen in the images in
Figure 2. The first thing is that the leaf nodes’ prototype vectors are scattered quite
evenly on the text. This is very desirable, as the original distribution was uniform.
There are some places, such as the bottom of the letter ‘E’, where the nodes are
denser. This is quite expected, given the small size of the data set and the nature
of the algorithm.

The images also verify what we assumed earlier: different branches correspond
to different areas of the data space. The first iteration rounds divide the space
roughly and then specialize in those areas. This is done by spreading a few nodes
roughly on the area of the parent branch and then splitting the nodes for finer
modeling. These split nodes again work in the same way. This becomes especially
clear when looking at a video clip of the training process. Lacking that, these
images should give an overall feeling of how the tree grows with time.

One more thing to notice is that there are very few nodes that are not inside
some letter. One example can be seen below the letters ‘I’ and ‘v’. This is a very
positive property for any data analysis tool. It means that the system focuses only
on those areas of data space that have data vectors. It should be noted that in
this example we wanted to get a good visualization, so the nodes were split very
aggressively, meaning a node was split after it had been the BMU only 60 times.
This is the reason the above mentioned node gets ‘stranded in the void’ between
data areas. If we raise the threshold 6 and thus wait longer until splitting a node,
all nodes end up on some letter. Had we trained a regular SOM with the same
data, there would have been several nodes in the void between letters. This is due
to the rigid structure of the SOM grid.

4. Real World Data Set Experiment

A comparison between a regular SOM, a supervised SOM [1], the Tree Structured
SOM [7] and our Evolving Tree algorithm was conducted using a large real world
data set in order to see how the Evolving Tree compares with the other methods.

For the SOM and the Supervised SOM we used a well known software package
called the SOM Toolbox." The system has heuristic functions which automatically

Thttp://www.cis.hut.fi/projects/somtoolbox.
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deduce correct training parameters. The most important parameter is the map size
which was chosen to be 19 x 9. For TS-SOM training we utilized the implemen-
tation of the PicSOM project [12]. TS-SOMs had two layers of size 4 x 4 and
16 x 16. Since the Evolving Tree is a new system, choosing the parameters was not
a straightforward task. There are two crucial parameters. The first is the splitting
threshold 6, indicating how many times a unit must be the BMU before splitting.
The other one is the splitting factor, which tells how many children a node will
have. Experiments indicated that values of 50 and 3, respectively, gave good results.
Eight epochs were used to train the trees.

As the SOM, the TS-SOM, and the Evolving Tree are unsupervised methods,
measuring and comparing their performances is not simple. For this experiment,
we used a set of classified images as our training material and looked at the clas-
sification errors. None of these methods can exceed a proper classifier trained with
supervised algorithms, but the comparison between the unsupervised methods may
still be fair and informative. All tests used 10-fold cross-validation to obtain unbi-
ased classification results.

4.1. DEFECT IMAGE DATABASE

The experiments were conducted with a set of paper defect (fault) images. Some
examples are shown in Figure 3. All the images were obtained from a real, online
visual quality control system on a running paper machine. As can be seen from
Figure 3, the images have different kinds of defects and their sizes vary according
to the size of a defect. Classification of defects is based on the cause and type of
a defect, and different classes can therefore contain images that are visually similar
in many aspects. The images have 256 gray levels and they have been automatically

8 9 11

12 13 14

10

Figure 3. Example images from each class of the paper defect database. Courtesy of ABB oy, Finland.
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segmented. Thus each image has a gray level image and a binary segmentation
mask image that indicates defect areas in the image.

There are 1308 defect images in our data set. They have been manually preclassi-
fied into 14 different classes. Most classes had approximately one hundred images,
three classes had 63 images and class number 12 had only 27 images. Example
images from each class are depicted in Figure 3. It shows how many classes are
very similar, especially classes 11 and 12. The images are in fact so hard to classify
that even a professional paper maker might not be able to classify them correctly.

4.2. FEATURE EXTRACTION BY mpeg-7 DESCRIPTORS

Before trying to automatically classify such images, they must be reduced to
numerical vector representations by suitable feature extraction. For this, the
MPEG-7 standard, ISO/IEC 15938, formally named ‘Multimedia Content Descrip-
tion Interface’ [13-15], has been found especially suitable. It provides standard-
ized descriptions of streamed or stored images or video, to be used in searching,
identifying, filtering and browsing images or video in various applications. The
standard defines several still image descriptors. Based on our earlier results with
paper defect images in [16], the following three descriptors were clearly ranked as
the best ones and thus they are also used in these experiments:

® Color structure (CS) slides a structuring element over the image. The num-
bers of positions where the element contains each particular color are stored
and used as a descriptor.

® FEdge histogram (EH) calculates the amount of vertical, horizontal, 45°, 135°
and non-directional edges in 16 sub-images of the picture, resulting in a total
of 80 histogram bins.

® Homogeneous texture (HT) filters the image with a bank of orientation and
scale tuned filters that are modeled using Gabor functions. The first and sec-
ond moments of the energy in the frequency domain in the corresponding
sub-bands are then used as the components of the texture descriptor.

4.3. RESULTS

The classification results, averaged over the 10-fold cross-validation experiments,
can be seen in Figure 4. The first figure shows the classification results aver-
aged over the three features. The overall results of the Evolving Tree are notice-
ably better than the SOM percentages. The only significant drop-off is in class 4.
The Evolving Tree makes up for this poor performance by maintaining a steady
classification rate on the very difficult classes 11 and 12. This kind of good per-
formance on the hard portions of the data space is very desirable.

The second graph in Figure 4 gives a better overall view of the classification
results. It clearly shows that the Evolving Tree performs slightly better than the
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Figure 4. The left graph shows the results averaged over features while the left one is averaged over
classes. Note the difference in scale.

supervised SOM, which is better than the regular SOM. TS-SOM’s performance
varies quite a lot, but being roughly the same as regular SOMs.

Another important aspect is the complexity of the data structures used in the
training. The SOMs used maps of size 19 x 9, having a total of 171 nodes. The
Evolving Tree’s size is not constant. Due to the splitting rule, the amount of leaf
nodes depend on many different things, including the ordering of the training vec-
tors. In these experiments the trees had approximately 240 leaf nodes.

This quite large difference in complexity may seem like a lot, but it can be
explained by the architectural differences between the SOM and the Evolving Tree.
The trunk nodes of the Evolving Tree maintain a very efficient search tree to
the leaf nodes at all times. Searches on the tree can be performed in O(logn)
time compared to O(n) of the regular SOM. This structure makes the Evolv-
ing Tree handle complexity very well. The TS-SOM also has a O(logn) search
structure, but it has noticeably worse classification performance than the Evolving
Tree. This poor performance is amplified by the fact that the TS-SOM has 16 x
16 =256 nodes in its lowest layer making it more complex than the Evolving
Tree.

One of the good features of the Evolving Tree is its efficiency, so comparing
the run times of the different algorithms is in order. Unfortunately we cannot give
CPU times that would be objective. The reason for this is the different program-
ming environments used. The Evolving Tree is implemented as a very light weight
C++ program. In contrast the SOM and S-SOM implementations are made in
Matlab. Given the nature of the SOM calculations, the Matlab platform exerts a
heavy penalty on efficiency. Testing subjectively, the Evolving Tree was the fast-
est while the SOM and S-SOM were the slowest, having an execution time sev-
eral times longer. This is consistent with the complexity calculations above. Since
these tests we have done optimizations on the Evolving Tree program, which make
it over 10 times faster.
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5. Discussion and Future Work

A brief analysis of the random process involved in the Evolving Tree training can
be done as follows: assume a node has reached the threshold, has been frozen, and
n children have been spawned. Now the Voronoi region of the parent node, defined
as the set of training vectors for which it is the BMU, is always the union of the
Voronoi regions of the child nodes. The areas of the children’s Voronoi regions are
roughly % of that of the parent node. Thus also the variance of the training vectors
falling into these Voronoi regions is % Going deeper into the tree, the variances
very soon become small and the leave nodes represent very accurately a small part
of the training set.

Note also that the size of the tree (the number of nodes) is determined by the
length of training. Starting from one root node, after 6 steps of online training it
is split into 7 child nodes. Assuming that each node has equal probability of being
the BMU, it takes on the average nf steps until a new generation of n2 children is
spawned. The next generation of n3 children is formed after additional n26 steps,
etc. The process of splitting can of course be stopped by raising the threshold to
a very large value; then the tree architecture does not change any more, but the
node weights keep on adjusting to the training data.

Our simple node splitting rule is not the only way to decide when to split
nodes. Arbitrarily complex decision rules could be used for this task. These
rules could, for example, examine the densities of data and prototype vec-
tors in the immediate vicinity of the BMU. Development of these rules is one
of the key tasks in our future work. But in this paper we have chosen to
use the simple threshold rule for clarity and because it produces quite good
results.

Another interesting problem is the initialization of the new child nodes. In this
paper we simple put all of them over the parent node and then randomly choose
the BMU among them for the next training vector. A better approach could be
to initialize them along a two-dimensional subspace spanned by the two princi-
pal directions (or eigenvectors) of the training vectors of the parent node’s Voronoi
region. This kind of ordered initialization is commonly used in training of normal
SOMs, but implementing it for the Evolving Tree is not straightforward. However,
it should speed up training, give better results, and especially make training more
repeatable.

The way the Evolving Tree is constructed does unfortunately not guarantee that
the BMU found with the tree search is the true BMU among all the leaf nodes. We
have done some preliminary experiments and found that in over 70% of searches
the BMUs are the same. However their tree distance is always very small, usu-
ally around three, but almost always less than 8. Interestingly if we use the ‘best’
BMU instead of the one found using the tree search, the classification results
are almost exactly the same. This is an interesting result, which warrants further
study.
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6. Conclusions

In this paper we have presented and analyzed the Evolving Tree, a new variant of
self-organizing neural networks. It is a growing tree structured topology of com-
petitive—co-operative neural nodes. Growing is based on the frequency of being
the best-matching unit. Once this frequency exceeds a threshold for a node, it is
split into a number of child nodes. Only the leaf nodes learn according to the
SOM learning rule. Such growing networks have been proposed earlier, notably by
Fritzke in his Growing Cell Structures (GCS) [4]. The difference of the Evolving
Tree is that, while GCS is based on hypertetrahedrons and the network topology
has a fixed dimension, the neighborhood in the Evolving Tree is defined along a
tree. Contrary to the Tree-Structured SOM of Koikkalainen and Oja [7], which
also has a hierarchical structure, the Evolving Tree does not form regular SOM
layers, but each branch is free to evolve independently. This flexibility allows the
Evolving Tree to adapt to data more efficiently, leading to better performance.

Experiments with artificial and real world data showed that the Evolving Tree
is noticeably better in performance than the basic SOM and the TS-SOM. It
has computational complexity relative to the TS-SOM, but the topology is more
flexible. The Evolving Tree may thus be a very suitable self-organizing network for
tasks in which quantization and classification is more important than visualization,
especially when dealing with huge data sets.
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